Characterization of nucleation during laboratory earthquakes
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1. Introduction

We observe the nucleation phase of in-plane ruptures in the laboratory. We show that the nucleation is composed of two distinct phases, a quasi-static and an acceleration stage, followed by dynamic propagation. We propose an empirical model which describes the rupture length evolution: The quasi-static phase is described by an exponential growth while the acceleration phase is described by an inverse power law of time. The transition from quasi-static to accelerating rupture is related to the critical nucleation length, which scales inversely with normal stress in accordance with theoretical predictions, and to a critical surfacic power, which may be an intrinsic property of the interface. Finally, we discuss these results in the frame of previous studies and propose a scaling up to natural earthquake dimensions. Citation: Latour, S., A. Schubnel, S. Nielsen, R. Madariaga, and S. Vinciguerra (2013), Characterization of nucleation during laboratory earthquakes, Geophys. Res. Lett., 40, 5064–5069, doi:10.1002/grl.50974.

2. Observation of Nucleation Phase

We first characterize the rupture dynamics during the nucleation phase, then discuss the dependency on the normal initial stress. The first quasi-static phase is characterized by a log-log slope equal to 1, indicating linear dependence
between $V_r$ and $L$. Therefore, during this phase, the rupture length grows exponentially as a function of time and is described by

$$L = L_0 e^{t_{c} t / t_{0}}$$

where $L_0$ is the length of the rupture at the end of the quasi-static phase and $t_0$ is defined as the instant of the transition between the quasi-static and the acceleration phase. $t_c$ is a characteristic time defined by $t_c = L_0 / V_{r0}$ where $V_{r0}$ is the velocity at time $t = t_0$. Time $t_0 = 0$ is arbitrarily defined as the last instant of exponential growth (quasi-static phase) and the beginning of the second phase (acceleration phase). The latter is characterized by slopes $n > 1$, indicating a differential equation of the type $V_r = CL^n$, where $C$ is a proportionality constant. The continuity between the quasi-static phase and the acceleration phase at $t = t_0$ gives

$$C = t_{c}^{-1} L_{0}^{1-(n-1)}.$$  

The solution of this differential equation is an inverse power law of time in the form

$$L = \frac{L_0}{(1 - (1/(n-1)) (t - t_0))^{1/(n-1)}}$$  

According to equation (2), $L$ diverges at the instant $t_0 + t_f$, with $t_f = t_{c} / (n - 1)$. The acceleration phase therefore stops short of diverging and the third stage of propagation starts. Here a much lower slope (between 0 and 1) in Figure 2a indicates high rupture velocities close to the shear wave speed $c_s$ characterizing the dynamic rupture propagation. We note $L_1$ and $V_{r1}$ the rupture length and rupture velocity at which the dynamic propagation stage begins. In the following, we will describe this last dynamic phase by a constant rupture velocity.

Figure 1. Three spontaneously nucleated laboratory earthquakes at increasingly higher normal prestresses. The gray scale corresponds to the light intensity change since time $t = 0$. The red curves highlight the position of rupture tips as a function of time.

Figure 2. (a) Rupture velocity as a function of rupture length obtained from high-speed videos for 45 slip events (each curve represents a single rupture event). Changes in slope allow to distinguish different stages of dynamic rupture. The organization of the curves indicates a dependence with the initial normal stress (represented by color code). (b) The curves are collapsed by renormalizing the horizontal axis with $L_0 = \sigma_0 C \sigma_0 V_{r0}$ and plotting the available surfacic power $p = k_{r0} V_r$ instead of $V_r$ in the vertical axes (see text for details). The three phases (quasi-static, acceleration, and dynamic propagation) of the dynamic evolution can be distinguished.
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4. Scaling of the Nucleation Phase With Initial Stress

[8] We measure the length $L_0$ of the nucleation zone at the transition from the quasi-static to the acceleration phase) for all the events for which it is possible. Figure 4a shows that $L_0$ decreases as the inverse of $\sigma_0$. The best fit gives $L_0 = A/\sigma_0$ where $A = (56.3 \pm 14) \times 10^5$ Pa m. We use this relation to obtain a normalizing value for the rupture length $L$ of each event, in order to obtain a dimensionless rupture length $L/L_0$. This scaling with $\sigma_0$ was proposed by several theoretical work [e.g., Andrews, 1976; Okubo and Dieterich, 1984; Campillo and Ionescu, 1997; Rubin and Ampuero, 2005]. For slip weakening friction, the critical nucleation length $L_c$ is related to the friction parameters as follows [Campillo and Ionescu, 1997; Favreau et al., 1999]:

$$L_c = \frac{\beta D_c \mu}{\sigma_0 (f_s - f_d)}$$  \hspace{1cm} (3)

where $f_s$ and $f_d$ are the static and dynamic friction coefficients, $D_c$ is the critical weakening distance, $\mu$ is the shear modulus, and the $\beta$ is a nondimensional coefficient of the order $\beta = 1.158$ [Campillo and Ionescu, 1997; Uenishi and Rice, 2003]. Assuming that $L_c$ corresponds to the measured length $L_0$ implies that $D_c$ does not vary with the normal stress. This is probable in the explored range of normal stress (from 0 to 3 MPa). Assuming a complete stress drop (i.e., $f_s - f_d = 1$), $\mu = 957$ MPa ( $c_s = 893$ m s$^{-1}$, $\rho = 1200$ kg m$^{-3}$), we obtain a maximal value for $D_c = 51$ $\mu$m. In the case of partial stress drop, $D_c$ would be smaller. This value is in good agreement with a smooth surface in the laboratory, which tends to support the fact that $L_0 = L_c$. Note that in Figure 2b, the dynamic parts of the curves also collapse which may indicate that the inverse scaling with $\sigma_0$ also applies to the transition length to dynamic propagation $L_1$.

[9] We also observe that $V_{r0}$ increases with decreasing initial stress (Figure 2a). Using the accelerometric measurements, we can relate the local rupture velocity to the local maximum slip velocity at the rupture tip (peak of particle velocity corresponding to the passage of the rupture front) over a wide range of rupture velocities $V_r$ and associated

---

**Figure 3.** Experimental evolution of the rupture length as a function of time for one event (dots) and the fit with the empirical model in three phases (continuous colored lines). The quasi-static phase is described by equation (1), the acceleration phase is described by (2), and the dynamic propagation is described by a constant rupture velocity. For this particular event, we find $n = 4$, $t_c = 12$ ms, and $L_0 = 27$ mm.

**Figure 4.** (a) Measured critical length $L_0$, corresponding to the transition from quasi-static to acceleration phase, as a function of the inverse of initial normal stress. (b) Near-field peak particle velocity (proportional to peak slip velocity) as a function of rupture velocity. The best linear fit are plotted in black in both figures. Color scale indicates the level of normal stress at the beginning of each event.
peak particle velocities \( u_{\text{max}} \) (Figure 4b). \( u_{\text{max}} \) varies linearly with \( V_r \), following \( u_{\text{max}} = k V_r \), where \( k \) is a nondimensional proportionality factor that the best fit estimates to \( k = 3.3 \times 10^{-4} \). The shear wave velocity being \( c_s = 893 \text{ m s}^{-1} \), the proportionality between the peak slip velocity and the rupture velocity is verified with no break for rupture velocities ranging from 0.01\( c_s \) to \( c_s \), in the limit of the available precision. This linear relationship allows to estimate the peak slip velocity at the rupture tip, so that in each experiment, the critical rupture velocity \( v_{\text{c}} \) is uniquely related to a critical slip velocity.

[10] The variation of the critical velocity \( V_{\text{c}} \) with initial stress \( \sigma_0 \) may then be understood when estimating the surfacic power \( p \) available at the rupture tip at each instant by using [Di Toro et al., 2011]

\[
p = \tau_0 u_{\text{max}} = k \tau_0 V_r \quad (4)
\]

[11] In Figure 2b, we plot \( p \) as a function of the dimensionless rupture length \( L/L_0 \) in log scale. Because \( p \) is proportional to \( V_r \), each curve is rescaled, preserving the same shape as in Figure 2a and the quasi-static, acceleration, and dynamic propagation phases can be clearly distinguished. Figure 2b shows that all the individual curves collapse in a consistent way, indicating that \( p \) and \( L/L_0 \) are the appropriate scaling parameters. For all the events, the passage from the quasi-static to the acceleration phase is defined by a critical surfacic power \( p_0 = 1600 \pm 600 \text{ W m}^{-2} \) so that \( p_0 \) may be interpreted as a unique characteristic value of the interface. More specifically, the parameter \( L_0 \) controls the length at which instability begins while the power parameter \( p_0 \) controls the rupture acceleration with respect to the frictional power dissipated on the fault. In fact, both \( L/L_0 \) and \( p \) result from multiplying by the stress either the length or the velocity, respectively (excluding additional normalizing terms). As a consequence, with increasing normal stress, the nucleation curve preserves the same shape, but it is contracted in both length and velocity in proportion to \( \sigma_0 \). The transition from the acceleration to the dynamic propagation phases also occurs at a critical power that we can note \( p_1 \), with \( p_1 \approx 10^5 \text{ W m}^{-2} \).

5. Discussion

[12] Ohnaka and Shen [1999] also observed a very slow phase before the acceleration phase in the nucleation of ruptures between two blocks of Westerly granite [see also Ohnaka and Shen, 1999 and Ohnaka, 2003], and Nielsen et al. [2010] reported similar behavior in stick-slip experiments on analog synthetic material. However, they describe this phase as an expansion at constant velocity of a stable rupture. In our case, the first phase does not grow at constant velocity. On the contrary, the rupture velocity grows exponentially during this stage. This is especially clear for the events occurring at low initial stress, because the quasi-static phase in these events lasts until the rupture reaches relatively large length and velocity. This exponential growth is interesting because it strongly suggests that during this phase, the fault is already unstable, which would not be the case if the rupture grew at constant velocity.

[13] The exponential growth which we observe thanks to the resolution of our high-speed photographic observations could well have been present also in the previous studies reporting an apparent constant velocity. Indeed, due to the relatively slow takeoff and with low resolution of the data, it may have been impossible to distinguish it from a linear trend. However, two other hypotheses cannot be discarded: It is possible that the dynamics of this phase depends on the materials in contact, or it may be that it is extremely dependent to the loading process, which in our case is not well controlled.

[14] The passage from one phase to the following is controlled by a critical power available at the rupture tip. Depending on the available power, different physical processes may occur at the rupture tip. We propose that during the first quasi-static phase, the slow propagation is due to quasi-static stress transfer at the rupture tip and subsequent slow failure. However, this process being unstable, the slip velocity slowly grows. \( p_0 \) may be the critical power at which pronounced weakening is triggered at the rupture tip and acceleration of rupture ensues. The concept of critical power is close to that of effective fracture energy, but it contains the idea that to dynamically break the interface, the fracture energy must be supplied at a high enough rate. This may be due to a balance between the rate of the physical phenomena that tend to concentrate the energy at the interface (mainly stress concentration) and transport phenomenon that can evacuate it (thermal or physical diffusion, viscosity, etc.). For example Di Toro et al. [2011] showed that in the case of rocks, pronounced weakening is associated to a critical frictional power in experimental tests. The weakening is associated with thermally activated physical (melting) or chemical (dehydration, decarbonation) phenomenon. In a similar manner, Rice [2006] discussed early frictional weakening as plastic failure of asperities (flash weakening) due to sliding. The physical reasons of the weakening in our case are still to be elucidated and are certainly quite different from those occurring in faults.

[15] Weakening increases the rupture velocity and consequently, the slip velocity and the available power at the tip. In such way, the weakening is self-sustained and enhanced, which induces the acceleration of the rupture tip. The acceleration phase can be explained, qualitatively, using a modified Charles law for mode II cracks, where the rupture velocity and stress intensity factor are related by a power law of the form: \( V_r = k_2 K_r^{n} \). Indeed, remembering that the static stress intensity factor \( K_r = \tau_0 \sqrt{\frac{a}{\pi}} \), we obtain the observed relation \( v_{\text{slide}} \sim L^n \). In mode I, Charles’s law is characteristic of subcritical crack growth and brittle creep [Brantut et al., 2013].

[16] Rupture accelerates until the second critical power \( p_1 \) is reached. We assume that this power corresponds to a maximum rate at which the weakening mechanism can consume energy. Subsequently, weakening becomes constant and the rupture acceleration decreases to values close to 0, corresponding to rupture propagation at near constant velocity. This is the dynamic propagation phase. During this phase, the excess of power available at the rupture tip is radiated away by elastic waves. We should note that although we did not observe such cases, if the rupture was to reach the \( P \) wave velocity before reaching \( p_1 \), then it would stop at this physical limit and deviate from the general scaling.

6. Conclusion

[17] The characteristic time of the nucleation phase, \( t_n \), quantify both the exponential growth of the quasi-static
In our case, the quasi-static phase is very long and has no definite beginning, hence no definite duration. The time during which rupture accelerates, in contrast, is well defined and relatively short (see Figure 3). More precisely, the duration of the acceleration phase is characterized by the exponent $n$ and $t_\Delta$, and is approximately $t_\Delta = t_c/(n-1)$. In our case, $n = 5 \pm 1$ for all events, with no clear variation with stress. The order of magnitude of $t_\Delta$ is the same for all the events. Using equations (3) and (4), we obtain

$$t_c = \frac{k\mu D_\phi}{\rho_0 f_i-f_d}$$  \tag{5}$$

[18] Following this equation, $t_c$ is determined by the elastic properties of the material and the properties of the interface. With the measured values in our experiments, we obtain values for $t_c$ ranging between 5 and 15 ms. To extrapolate to natural conditions, we must remember that $D_\phi$ is scale dependent [Ohnaka, 2003]. For large earthquakes, $D_\phi$ may be of the order 1 m. ($f_i-f_d$) is not known and will be taken equal to 1. It is reasonable to suppose that the larger the stress drop, the larger the value of ($f_i-f_d$), hence the shortest the characteristic time $t_c$. Actually, what appears in the characteristic time is the inverse of the slip weakening rate ($f_i-f_d$)/$D_\phi$, a parameter that has been demonstrated to be scale dependent due to the heterogeneity of faults at all scales, and to grow with the scale of observation [Latour et al., 2011].

From Di Toro et al. [2011], $p_0$ for rocks can be estimated between $10^5$ and $10^6$ W m$^{-2}$. However, we do not have any information on how this value scales with the observation scale. The proportionality factor $k$ between $v_r$ and $u_{max}$ can be estimated by using usual slip velocities ($1 \text{ m s}^{-1}$) and rupture velocities ($v_r \approx 3000 \text{ m s}^{-1}$) for earthquakes. This gives $k = 0.33 \times 10^{-3}$, i.e., the same value that we measured in our experiments. With these values, the expression (5) gives $t_c \approx 90 \text{ to } 900 \text{ s}$, i.e., acceleration phases lasting for $t_c \approx 22 \text{ to } 225 \text{ s}$, from few seconds to few minutes. If the hypotheses made before are correct, this would be the order of magnitude of the acceleration phase duration. However, the value of $p_0$, a still new and not widely discussed concept, is largely uncertain. [19] Another kind of estimation can be made in relation to seismic observation of the quasi-static phase. Indeed, if the slow rupture velocity and the ruptured length can be estimated during this phase, the characteristic time is given by $t_c = L/v_r$. A slow migration of low seismicity preceding the Mw 9.0 2011 Tohoku-Oki earthquake has been interpreted as a nucleation process by Kato et al. [2012]. The active fault length in which seismicity occurs is about 50 km long while its growth velocity is about 5 km/day. Using these values and supposing that the slow slip corresponds to the quasi-static phase, we obtain a characteristic time $t_c = 10$ days. It is striking that the Mw 7.3 foreshock occurred 10 days after the end of this seismic activity and the main shock 12 days after. These durations are thus compatible with the order of magnitude of $t_c$. However, this estimation does not agree with the previously estimated $t_c$ that used $p_0$. While our very simple analog experimental model most probably cannot apply directly to earthquakes that are much more complex (rough heterogeneous 2-D fault, larger scale, different material, etc.), it nevertheless provides a model for nucleation process in the frame of which seismic observations can be discussed. [20] To conclude, our main results are (1) the existence of two phases in the nucleation process, (2) their characterization, and (3) their inverse scaling with the initial stress. These observations may lead to a better understanding of the development of slip instability and of the earthquake source.
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